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Abstract

The aim of enabling the use of illegally obtained money for legal purposes, while hiding the
true source of the funds from government authonties has given nise to suspicious transactions.
lllegal transactions are detected using data mining and statistical techniques with the input
data like various suspicious reports or the data set of all transactions within a financial
institution. The output obtained is the set of highly suspicious transactions or highly suspicious
entities (e.g., persons, organizations, or accounts). In this paper, we propose a database
forensics methodology to monitor database transactions through audit logs. The Rule-based
Bayesian Classification algorithm is applied to determine undetected illegal transactions and
predicting initial belief of the transactions to be suspicious. Dempster-Shafer’s theory of
evidence is applied to combine different parameters of the transactions obtained through
audit logs to verify the uncertainty and risk level of the suspected transactions. Thus a

framework is designed and developed which can be used as a tool for the digital investigators.

Keywords

Database forensics Money laundering Audit logs Suspicious transactions

Outliers Dempster Shafer theory
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Parallel Crawling for Detection and Removal
of DUST using DUSTER
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Abstrncf—%Weh 5 commonly wsed mediom w search
infarma-tion  using Webh Crawler. Web crawler Febches
ifferent pages refuted fto given keyward bt some of them
coniming duplicate content. Different UHLs with similor tesi

are ST, To imeprove performance of search engine .
DUSTER method B wsed. DUSTER detecis amd removes
duplicate URLs without fetching their contents. Single crawler
crawls single UHL ot a time. Multiple URLs are erawled
paralladly by Farsllel crowlers and the resobs of poredbel
crabwlers nre combined nod given as o inpot o the DUSTER.
Multipde sequence slignment is osed o generate candidaie
rules and rules of validation. Then the condidate robes Gltered
oat wocordieg 1o their performance in o vilidation sel and
fimally removes the duplicate URLs, Using this  osethod
reduction of large aumber of duplbicwte L'HLs s achieved.
Kepworids—Cramder, Parallel Cranifimg, DUSTER.

I. [NTRODUCTION
A Web crawler fetches data from  variows  servers,
(rathering data from variows sources around the world takes
harge amount of time, Such a smgle process fces problems
on the process-ing power of a single machine and one

metwork connection. 1f the workload of crawling Web pages
is distributed | the job can be perfonned faster. Many search

engines mun muktiple processes in parallel.

O the wely there are different 17RLs that fetehes the samae
page, These similar URLs are known as DUST. Duplicate
URLs occur because of many reasons. DUST detection is
important task for search engine becanse Crawling these
dieplicate URLs 15 8 waste of resources. This resulis in the
poor pser experience. The existing system focused on
decument comtent to remove Duplicate URLs. Generation of
Dynamic web pages leads w Duplicaton of contents.
DUSTER converts duplicate UPRLs o same canonical
form which can be used by web crawlers to avoid DILUIST,
Instead of processing all UURLs the existing system uses
random  sampling.In  DUSTER - framework, mulnple
sequence alignment is wsed 1o obinin 4 peneral and smaller
set of rules and 1o avord doplicate URLs. Multiple sequence
alignment can be vsed to wdentify similar stnngs, so that
normalization mules can be derived. More gen-cral rulbes can
e meneraied using multiple sequence alignment algorithm
1o remsve the duplicate URLs with similar text

To fetch the URLs from the web @ crawber is used in an
cxisting system More than one crawler can be wsed in
distributed web crawling  Each crawler m a system acis as
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seperate entity and does its own indexing. Disertbuted
syslen can process 8 growing workboad as we distribute the
resournces in the sysiem. Data fetched by single crawler go by
single physical link. If crawling process is disinbuted in
several processes then it makes easy o0 build scalable
systen 3]

IL LITERATURE SURVEY

DLIST can be detected using two methods. First method is
content based method and another one & URL hased
method, Content based method fetches the whole paged and
full content s mspected by comparing if wsikg syniactc or
semantic  evidence. In URL  hased method, withous
examuning the content of the page the duplicate URLs can
be find o
. lm the fellowing paragraphs soene UEL-based methods are
focused oo,

In base paper [2] the DUSTER famework & proposed.
DUSTER detects duplicate URLs and removes them, This
method wses normalization rules that comvens distinet LR LS
which refer to same content o a common canodnical form,
Mormalizaton rules are generated o convert all duplicate
L'RLs into same cawonical form This makes easy o detect
them. The scalability and precision can be improved using
odher data sets.

5. Bal and G Geetha [3] proposed a sman distributed web
crawler. In this paper the authors suggesied thal use of
distributed cralwer is faster than that of single crawler.
Distributed crawler is used to improve the scalability.

The work done by A Agarwal amd other authors [4]
focuses that the basic and decp tokemzation of UURLs o
extract all possible fokens from URLs which are mined by
Rule generation technigues proposed by them for gencrating
normalization  Rueles. Proposed sysiem  implements  for
giving output o the user efficiently and large-scale de-
duplication of documents, Short Web pages does not work
wiell and does not find ot noise ratoe on web pages.

A pew technique SizeSpotSigs [5] is uwsed for effoctive
near duplicaie detection algorithm considering the size of
page content in mining. Proposed system implements meise-
content ratic to work better. The disadvantage of this
technique is that the size of the core content of Web page
does  nol  auiomatically  or - approximately  decided,
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ABSTRACT

Banlefield is an area where you cansi prodict the amacking
siuation from an opposition. The siunlion may become wore
when the cnemy tankers may atack Trom varons posion and we
will not enough gt chance 1o thank abour our secunty. If by any
mean we can analysas the sitluahon of bartling, we can easily dicide
the atacking stralepy against any aitack. This entire environimet
may sumbibaie through a simulator where we can decide 1w attack
amd defend oarselves:

It thas paper, we had propesed a bamlefield somualator which helps
i eliminating mansl effors of amillery lesting and  the
dimonatration cost required for the same. This simulator takes
patamelen such as npe of amillery 10 be testad, environmsenial
conditions and strategic planning. Damage caused by the artillery
18 caleulated wang physics formulae designed for achieving acrual
resulis. We had compared the simaton with CPU and GPU
procesaoe snd found that GPL is most Gster than CPU and gives
G OCURKY.

CCS Concepts

Computing methodolegles==3Modeling and simulation==
Simubation types and technigues=s=Massively parallel and
high-performanee simolatbns

Keywords
ArtiBery shot; Concwreent compiatiog: Military veldeles: Missales:
Optrnzation; Projectile; Simulation: Visial techsologies

L INTRODUCTION

The wraditional way of ortillery testing requires bt of human
mtervention through which it iz only possible to est various
artilleres 10 vafons conditions before  actually buying i
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Comparing wiih the cxasting systerns available i owarket there s
no such simulator which provides projectile irapectory simulation
alomg with actual damage caleulation.

This simulmor alse provides acmal damage caleulation based on
redl e scenarios with acmual mtervenie paramtors. All these
coputing of mathematical formuolation s done on GPLU o adueve
paratlelizn and usang OpenCL wie provide platform imde pendence.

Al the end of sinsulation, & repot 19 penerated which peovides war
strategies o counter assanlt enemy sibustions and preciseness of
the projectile tragectory with some recommendations. o this
system, we provide progectile trajectory which helps in analyaing
the actual path being ravelled by the mssile afier launching from
bartel watil ie bits the targat.

L, PROJECTILE TRAJECTORY

The wajeciory of progectibe motion is bah in the staring
cootdinate system (s related with the poant of gun position and
ariented o shot dirsction shown in Figure 1. The coordinates of
progectile mass centre are defined by the following cquations [4]:

I'u —

o = Vycosfcosg (1
‘E” =V, sin# i2)

= W cosfsing (K] ]

dr

Equatvon (1) (2} {3) gives & v, 2 coordinaes respectively of the
missibe. These coordinates change with respect o Gime as the tank
shell is n motion.

Here x is distanoe 10 shot plane: v s height of propectile fight; = is
arimuth deviation: § = angle of trajectory inclisation: v is angle of
shot direction; V) 13 velocity of projectile mass centre.

Parameters of the projectle motion are defined in trapctony
coordinate system Oy vy = redared with the progectle mass centre
andl oriemted 1o velosany vector shown in Figure |

avy -
= g5ing

Ly 5
i

{43

Equateea [4) 15 used for calcubating the vielooty of the tank <hell.
The velocity varies with respect to time; therefore, we requare this
differential equateon e caleulate the velocity af different poants n
the progectilbe.
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De-duplication Approach with Enhance Security for
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Abstrect—Cloind computing becomes ome of the impertant
part of the I'T-eoterprise. It delivers oompoting application,
spftware, hurdware and computling resources (o the mser. 5o
many mser geiy conpected (o the choud because of the facility it
provided. Io this, wser pays anly for the services i uses. Mow n
days. vast pmount of infermation gets stored over clond. which
imclude personal file. images, pdl dext, multimedia data ele. 5o
secarity becomes ane of the imporiant iswe. Everyome jusi
want o oplosl, store ils datn without worrying sbout the
secarity. IT arganication shoold sk after to provide secority
io the docament Docoments content get altered by some
asutsider oftscker. so it s necessary 1o verify the inbegrity. This
datn get duplivated and snpecessary much of the space will get
wosle. 50t avosd this, dete mosd be de-doplicated amed
upliaded over the clooad server. For this secure hash algorithm
is mseil 1t ealewlntes the hash value for chunk of dats aml store
aver clowl. Oaly redocing unnecessary wastuge of space is not
the splotion adminsirator shoold leok feward the securdly
issme. THPA is psed for verification of infegrty of the dotwment.
This sysfem i propased for achieving this both isees.

Keywords—CTond Server, Mool Tabde, Third Party Auditor,
Secwre Havh  Algovither, Clhawk, Privote Server, Encrgdion
Afgorithar.

1 INTRODAICTION

Cloud Competing 15 one of the fastest prowing
technology. Previously 1T enterprise, organization kepd their
data over physical disk. hard drive. They can kept theie data
ovieE own servers. Mow a days, the cloud and vinualization
makes it possible that dats reside in physical infrastructure
but it is under the logical confrol of organization As
outskder use, owns and control the resources, services, how
can b the orcanizatian gives the assurance shout the
security, privacy of data Follvwing factors needs to be
wonsider, in order to provide the security o the cloud:

®  (overnment, oTgunization protec the
confidentiality of data.

o  Comsider the recyeling of dota on disk and erase the
unused data

e Auditing for giving assurance shout the content of
data. To prevent data from the insider attacker.

Such factor makes organization, IT mfrastructure o look
after the security issue seriously. Evervone wish to vse the
clowd because of s low cosl, pav per use, location
independence facility. When we consider the cloud security,
different threal needs 1o be consider in order to provide the
security to the data. We know that clond offers Szas, Paaj,
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[2a5 In 5asS, the running of application 15 doms eg
salesforcecom.  Pza%, it prowvides eowvitonmerd  for
development eg Microsafl Wmdows Asure  [0a8, it
provides the basic computing resources, sWorage, weiwork
.2 Amazon Elastic Compute Clowd (EC2). Security risk is
come when consider about facility

A virualization makes user fo use, upload or dovwnload
his data amywhere anyiime thal store over clood. Data
duplication increases that's why nmuch of the space wall get
wasie. De-duplication makes it possible (o reduce the space
and make the space available o store amdher docurment,
file, images ete. Only one umigee copy et store over clowd,
then the next fask @5 secunity, Organcation, 1T
infrastruciure, work continuously to solve the problem for
providing  secunity o the daia store  over  clood
iOrganizanon. It infrastructure place some security policy
according which, & can provide access to the awthorize user
only. Clowd provide so many technigues for data protection
in the cloud.

Audiding 13 one of the technigues that admin wsed for
checking imdegrity of the dats In Third Party Auditing
inchede the third party but which 15 trusted server. This auda
the fike, datz end docament as datn gets stosed owver the
clood dynamicaily. In providing security, first is fo make the
data mon-readable, second comes the access policies so that
the data can be aceess by the swthorise user only, third
comes anditing of data to check for the infegnty.

A De-duplicarion

It becomes one of the interesting ferow in IT
infrastructure. De-duplication is used 1o reduce the space so
that more space gets  awailable for  storing  another
documents. Cloud provides many techniques for data de-
duplication. Varios version of message digest are vsed. [t
penerntes the hash valve for identifying the data uniguely
and for de-duplication of the data. This algorithm kave some
villnerabilitics that not resistant o collision. That are
overcomie by the hash algorithm, Hash algorithm have
vanous wversion. In this, if data gets changed then the
reapective hash valwe for the file will also get change
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Absfract—The massive wsmowpsi of sireciored. semei-
structuresd and unsroctured data can be atiributesd] as Hig
Datan. Traditicnal datn processing  applicaisons and on-hoand
ilntahase system tools are impotent o eviluste and process
smch daim. When the traditionnd systems were invented in the
bepinming. we never anbicipated thail we wouwld have fo desl
with such monstrous amannt of detn. which woald e diffsculd
o process due o it charscteristics viee high vilome, velocity,
variety and veracity. The comnt of interoet uwsers has incressed
tremendoesly by virlne of which gargenioen ameoomi of
multifarions datn geis generatel. Moreover, the advent of laT,
has resulied n oo boom in datn generation. Thus, thire was a
pressing necd to baild a pletfermTramewsrk which condd
prucess such bope, multifaceted datn eMiciently, That is where
Hadoop came into picture. Hadoop (ecilitates scalable and
distributed processimg of Bipg Dalx in a proficiend manser.
suving @ kot of time. Cher werk sheds some Bght on processing
gipantic log dats  using  Apache Hadoap open  source
framsework. The datn wurehousing package buailt over Hadosp,
Apache Hive, & osed fo summarize, onalyee and goery the
ilfereni types of logi. Lisilv. Apache feppelin, a powerfal
mullipurpise mdchook eaviromment; s wsed for amolysis,
yvisalizadion ood collaberniion of ke deta in the form of bar

gruphs, pie charis, scaiter charts, line graphs and ares graphs

Kepwonlv—8iy Do, Hadeap, Lop Amalpsi,  Network
Securnify.

I INTRODUCTICN

The events ocowming in & system or & petwork ane
documented i the log files For example, the requests
miadde n & server are listed in the comesponding log fikes.
Ling data is in the wnstructured format. This data il analyzed
efficiently can help oroanizations m making decisions,
gaming busingss  insights, mitigating  different  risks,
frensics amd intrusion detection. However, we nead o pre-
treat this diverse amd voluminows log data | 1] to remove all
nivisy and irvelevant data and o resalve the inconsistemcies.
Log data preprocessing s the most significant step in the
cheaning stage of the log analysis process, withoot which
ofee cannot expect i mine knowledpe from it We then try
to provide some strscture o 1L by sorieg it inte Hive whles
and then perform analyvsis wsing HOL  (Hive Ouwery
Lanpguage) stasements [5]. Fig. | shows the log analysis
PIDCEss:
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Fg. 1 Lig amahsis process.

Il TOOLS INVOLVED

I} Hadeep:  Apache Hadoop is a collection of services
that opens the door for using a combination of computers
[4] to sobve problems invalving large amoums of data. I is
used for processing  pigantic daga in & parallel and
distributed manner

2 Hive: Apache Hive provides a higher layer of
abstraction over MapReduee Tt faclitates reading  and
writing large datasets in a distributed environment using
HOL which iz similar to the SOL (Stoctured Cwery
Langunge).

JF Derbyy Apache Derby 35 the defamlt database of
Hiwe.

4} Wireshark:  Wireshark 15 a cross platform, open
spierce  packet  analvrer which i wsed for metwork
troubleshooting

3 Nmage: 11 s an open source tool that semads specially
formudated packets to the farget machine and then examine
the respaonses [10].

fy Jeppelin: Apache feppelin 1 a multi-purpose web-
hased notebook which endows collective data analysis and
visealization [1],

[l ALGORITHM

Fig. 2 shows the sequence of tasks for the proposed
methodolopy and the algerithm for the proposed method is
cxplkaimed m this section.
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Malicious processes from memory Image using GUI
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Absrract— In today’s world the wse of internet and
information technology has grown op very rapidly. Due 1o
increasing use of Imernet the amound of cyber crimes have
been increased. Hence it's become a very challenging task
for the evber erime investigator (o not only finds owt the oot
cause of the crime but also to prove i comectly in the court
of law. Compuier Forensics is the science of investigating
the cormputer system 1 obinin the digital evidences 1o find
out the root cause of cvber crimes. Memory forensics is ane
of the branches of the Compueter Forensics. The present
techniques of memary forensics like Live Response and
Memory Imaging, used by investigntors during analvsis and
seizure operations involves either cammying the live analysis
of volatile memoryi RAM) of victimized computer sysiem or
by making the imape of the BRAM of suspect as machine and
performing post analysis on different machine. In this paper
Memary imaging approach of RAM analveis iz wsed w find
out the malicious processes using the GUI based tool that
can analyze the volatile memorny aifacts those are affected
by malwares The architecture of extracting the malicious
processes is mentioned

Index Terms— Dhigital investigation, digital evidemnce, GILI
Framework, computer forensics, volkatile memory dumgp,
Live Response, Y ARA Scanner,

I INTRODUCTION

The computing resources and Intemet play a significant roke
as vitnl busimess teol to provide the neccssary informaton (o
an individwieal, Due o massive use of the Internst, cyher
crimes have been increased. Cyber crime. is any illegal
activity which invedves a compuer systemy or its related
sysicms or their applications. Today solving sy evber
crime put up new  challenges for a digital forensics
investigator  [5). Digital forensics b5 the process of
uncovering and mierpreting an electronie daia, The goal of
investigation is w preserve the evidence that is obtamed
during an investigation process. This evidence s termed as
digital evidence which musi be preserved o reconstract the
past evenis. The amalvsis of volatile memory plavs a very

UTE-1-5580-325 720 | LR 31 00 ¢ 201K 1EEE
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significant role in a process of digital investigation process
The volatile memaory comains many imporiant ot fets
which can be used in forensic investigation process, The
information  may  confain passwonds,  event logs,
crypiographickeys, process information and other vital data
related to number of processes running in & ystem[Z][8]. The
collection of wvolatike data fforn a victimized corsputer
system under mvestigation con be done uging & conventional
approach known as Live Response approach. In this
approach  the mvestigator first establishes o trusted
command shell o aequire the data for investigation process
Violatibe memory analysis wsing & Live Response miethod
helps to collect all relevant evidences from a system. These
evidences can be used to prove any incident oecurred that
mighi have compromised a system resolting into a cyber
crme] 2] Another method to analyes a volatile memaory &5 1o
perform memory image analysis The analysis of a volatile
memry is performed by capiurning an image of RAM
known as memory dwmp Digital forensics contains the
collection, validation, analysis imerpretation, documentation
and presentation of the digial evidences] 3] Digital
Forensics investicator make wuse of forensics tools inoan
investigation process, which are present in commercial wnd
open domains. Depending upon the requirerent of analysis,
foremsic toolkits are categorized like file system and data
analysis tools, memory analyais wols, disk analysis tools,
regisiry pnalysis tools, Indemet analysis tools and many
more  @nalysis tools. The commonly used foolkits for
analyzing file systems are Encase FTE X-Ways MNuoix,
Sleuthkne,  DFF, Smorkeland LikForensics. ©OF these
tools Encase, FTK and X-Ways are commercial toolkits
while Sleuthiat, DFF and LibForensics are in open domain
To exiract the malicious processes from the progesses of
memary image dump, the file signature scanner ool known
a2 YARA wol can be used. The YARA is an open souree
1ol designed to help malware researcher o identify ond
classify malware samples. I uses the efficient patiern-
matching rule. YARA supports the use of three different
types of stnings. for pattern-matching:

{a) Hexadecimal Strings
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Tweet Classification with Convolutional Neural
Network

Rantosh Shovan Kolekar
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Abstract— Tweet clissifivation tack B used to determine

opinion of twerls. Soch opmion s usefal for making Dew
strutegy wmdl faking right decision ns per siination. Tree to high
speed and high availability of internet; lirge numbers af people
are imvedving in secinl media to share their opinion fowards
amy happening evend Like sport. [ seeds o snalvee the
behavier of people whether they are happy or aabappy
towards the event
We ropsder comvolutional newral network model, spe of the
deep learning apprasch far tweet classification. We used word
embedding technigue like ward vecior for text represeniatiom.
We noed AFNews corpes ax wond embedding techniguee (o give
warl vector called pre-irwined ward vector. On tep of pre-
traimed word vector. we apply convdutionsl searsl network to
know the polarity of tweel. Here, we map esch word of fwect o
alresdy pre-triined ward vector of AFNews corpus.
We fetched the tweets from social website amd performed pre-
process  for training and lesting parpose. Daring  froining
phase, we found B7.25% pocurncy. Doring testing phose. we
Toamd TH% acowracy of progesed CNN model.

Keypwords— Corvelifiomal Newerad Vehwork, Deep Learning,
Ford Embedding, Word Vector.

Solving opinion analysis problem is one of the
challenging  tasks in text clagsification. Becaose, people
openly discuss and share their thoughts towards any new
products or any event  which is text based communication
It & very essential w0 know abowt the sentiments ond
thinking of the people and their opinion on it

Today, mternet users are increasing day by day. As per
the survey it 5 observed that traditional machine leaming
technigues ane not capable of handling soch big data on
socel media. They give the pood resulis only on smal
datascis and require feature engineering We found thai
there are two approaches to know the opinkon of people on
socil media like Twitter. One 15 raditional method wsing
machine leaming and other 14 deep leaming approach.

In this paper, we presenied the deep leaming approach with
review of lierature, system architecture, sysiem analysis
and conclusion for tweet classification

A Oinion Mining

In opineen mining, opinion of tweel cither posifive or
negative is analyzed. 1t is carmied owt in two phase like
troining and testing phase. The process fetches tweet from
social website like data world. Pre-process technsgue is
applied before training and testing phase A training daiaset
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contain tweel with corresponding class label either positive
of negative,  [Decp leamning approach like proposed CHNM
madel learns through traming dataset and validated agaimst
test dotaset In such way opinion mining @ performed on
tweel fo know the opmnion of people with deep leaming
approach.

We wse binary classification im which the process
classifies the tweet either positive of negative opinion.

B Deep Leaming

Deep  leaming  approach  like  proposed WM
autormatically handles feature extraction sk, [t is more
robust and adaptable maode].

Decp leaming approach is wsed for solving  the
sentiment amalvsis or opmien mining [4]. In sentiment
analysis task, i can be used for disinbwied representation of
text, Distributed representation is learmed from large amouwnt
of training dataset Due o disributed represemiption of
single word it is less dependent on task specific feature
Meural network is statistical leaming model wsed for the
problem of classification. 1 & wsed in natural language
processing.  There are  differemt complex  network
archiectures having different neural cell model It s wsed
for several tasks achieving remarkable reguft [t redoces the
gap between the machine leaming and classical amificial
imfelligent. [t reduces feature engmeering costs [6].

1. REVIEW OF LITERATURE

Aliaksei Severyn et al. [1] 2015, they had discussed
phrase and message level senfiment analysis, Ted is
represented by word embedding and CMN i3 used as
classifier. Network asrchitecture 5 consisi of senfence
mairix, copvolution feature map, activation fincton,
poenbing  and softmax function. Shivans Liao et oal[2]
201 7 they had discussed CWN model which has better resuft
compare to Suppor veclor Machine and Maive Bayes
model. [t considers senfence mafrix 2 oogual o mage
matrix. Benchmark dataset like Movie Review (MR) and
Stanford Twitter Sentiment (STS) Gold are wsed for
conducting cxperiment

Jonatas Wehrmnn et al [3] 2007, they hod discussed a
language agnostic mansbation—free  method for  owitier
septiment analysis They make use of deep convolutional
meural networks with charaeter level cmbedding. Model s
capable of leaming latent feature from langeages (employed
during the trainimg process). They had wsed Coav-Char-5
charmcter hased newral network for senfimend clagsification
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The objective of this chapter is to monitor database transactions and provide information accountability to databases. It provides a methodology to retrieve and
standardize different audit logs in a uniform XML format which are extracted from different databases. The financial transactions obtained through audit logs are
then analyzed with database forensic audit. The transactions are examined, detected, and classified as per regulations and well-defined RBI antimony

laundering rules to obtain outliers and suspicious transactions within audit logs. Bayesian network is used in this research to represent rule-based outlier
detection model which identifies the risk level of the suspicious transactions.
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Content Centric Networks (CCN): A Survey

Anma Shende PhD, Scholar
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Absrract— ln recent vears, there is tremendous grawth in the
intermel spplications and commuanicaiion in the field of
Information Technalagy. They are confinepusly prodscing
lwrpe size, variety of dota called big dofs. By year 20040, cevernl
billiun smart devices will be connecied (o Internel. With the
spredy growith of the social nefwork, information everload has
becomse a significant problem. Service providers send o lat of
additionn] contents and wdveriivements 1o consumers on duily
baxix. Becmmee of thix, consumers” concerm nod Likelihood of
reading them have decrensed significamtly. Thuos, the network
land & wasted. Precise content recommendation i needed o
handle this problems. The main concern here is o provide
accurwle mser information and handling the hig dais saiure of
wsers and content. This trememdoms growth in devices is »
challemge e  the cuwrrend istermel  architeciore  where
connectivity is based on bost-lo-bost communication. Confent=
centric networkimg (0N has come foarward o movel network
architeciare fo meel tolayv's need for comtend access amd
delivery, U0 pses datn names instead of host namas amd hos
immetwork cochimg. 0™ helps o God real time inberest of
consumer. In this paper. content centric network, its working,
amd various catching strategivs nre discossed in detnil.
Kevwords—: Feire imbernet, Conternt-Céntric Networking OCN,
Beg Dhabe, Catching Nirateyy.

[ INTRODUCTIN

The specdily growth of social networks such as
Facebook, Youtube, Twitter, Google + has increased
human's social interaction. It has provided cod users casily
access o imformation as there is st spread of information
which causes the issue of mformation overlead. Service
providers suggest different tvpes of contents and recomimend
related adverisements to all wsers [1]. Macimum delivered
contents are nod wsed by customer so the network load is
wasted AL the same time, the profits of providers are
decreased because sdvertisements are main source of Deoimse
for social network service providess. The nowel approach for
socurate recommendation is needed with the goal of mapping
coniext space to comtent space. User's real-time context s
wsed o make persomalized recommendaiion. The main
hindrance here is that both wsers and data are g data. Baodh
of them are large in volume, in diversity and are growing
rapidly. Jacobson proposed Content-centric  networking
{CCN) paradigm 83 & new network paradignm for content
push. It focuses on the fact that costomers observe what
conlends  the  Imternct holds  mther than  where  they
COFITAEIC LS Lo,

Content ceniric netwarking (OCN)  makes  content
directly addressable and  rootable  [2]  Communicagion
between endpoingts is based on named data instead of
conventional [P addresses. It has content reguest messages
and content retwrn messages. It 5 alke called as
an information-centric  netwarking {(ICN) architecture. The
main objective of CCM & to give Nexible, protected and

Prof. 5 M.Chaware PhI} Gusde
SEN COE SPPL Pune
sandeepchaware @mmeoe, edu.in

scalable network o mect reguirement of secure daia delivery
on large scale set of end devices. I has protected and named
content in distnbuted catches which are automatically wsed
on demand. When there is named request, CCN provides
named content to consumer from nearby cache with bess
network hops thus avoids redundant requests and overall
consurmes less resources. In CCM, named content is used as
packet address instead of host identifier. It mainly helps to
save the network load and encrgy efficient than 1P based
metwork [3] The idea of OCM is absolutely suitable in the
cnling social network activities which include one-io-many
of many-to-many dissemination and refrieval of confend.
CON permits serviee providers to fetch accumte context of
wser which helps o provide accurnte contert push o user
[4]-

The performance of previons work about social media
recommendation has not given better results in big data area
[3]. When the dote set is comparatively small, it computes
recommendations for every individual data, giving high
accuracy resulis. But as the scale of content increases, i
causes high computational cost and makes i difficoli Tor
algonthmm o pecform [6], All contents are organized in a tree
structure 0 accomplish high accuracy recommendations, It
separales  ee  constrection  process away from
recommendations. which creates difficulty in performing
very well [ 7]

1. RELATED WORE

Vanows future Imernet architectures such as  dais-
arienied nebworking architeciure, CONETH-CETiTiC
networking, named-data networking, publish’ subscribe, and
neiwork of information focos on datn delivery instead of
hxst centric approach [R]. The main goal is o become
familiar with the revolution of these architectures, All of
these architectures differ i terms of implementation, bt
they have the similar objective e 1 mprove the
performmance and customer expenience of the Internet by
presenting access o content and services by name instead of
onginal kecation, All architeciures are compared in ferms of
maming scheme wsed, Security, Name resolution, Caching,
Transpart cic.

CCM is presented as o different broadeasiing profocol Tor
sensor data: OCN i a complete architecture which executes
all picces essential for a network laver, Message broker
seryers of proxies are not needed in CCN becaonse clients
can demand for any data through issuing an Interest message
depicting the data. As CCN does not deal with data location,
the data can be present at source node or on the path towards

the sowrce [9]. Benefits of wsing Content Ceniric
Metworking i Internet of Things are (1) hosi-to-lost
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Ambiguity Resolution in English Language for
Sentiment Analysis
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Abrstract—Today"s cilirens nestd a platform where they can
register their complaints abow municipal corperaiion. Citioens
need o submit  their  daily oomplaings for manicipal
corporation. Im o traditional system like Telephonic svstem For
registration of complaints s 8 very ime-consaming methad.
The customer has to weit ontil call & received by serviee
execative. The proposed system is for the Fune STomnicipal
Corporation (FMC) where cifizens con imserl guery and
imtelipeat reply & given o the citieen by shorl  bext
understnnding ond machine lesrming slgorithms. Im the pesi
query system analyvses the sentiment of citizen by seatiment
amilysi. Accordimghy, priorities to the given cifizens on the
basis af the imtensity of the citicen complaint. Understanding
the shart text is the major challenge in the sysiem fike short
texis do not follow the syminx of written lnguage. short besi
does md have sufficieat stntistics fo support for approaches like
texl minimg, short fexi is ambigoous and noisy. In this sysiem
to omderstand oaiursl  lengoege  semantic koowbodge s
provided by the knowledgpebase. This system will belp many
argamications o ensure quality service provison and cusinmer
sidisfaction with bss baman cfforis

Keoywords—Nefurm!  Longuege  Processing. Shont Gext
widerstanding, Semfence Similoridy, Semment A,  fext
seganeamiation fipe defection, Sentimen? Anelysi, WoralVee

L INTRODUCTION

NLP g the one of the mporant field in the computer
science where the language of the human is onderstood by
the computer. This can be achieved with the help of the
compuetational  linguistics.  The modish  study of  the
limguistics wsing computer science toods s called as the
computational  lingwistics To  understand  the  natwral
language requires a vast amount of knowledge, syntax,
sermantics and knowledpe about the real waorbd.

In the era of the big data, we all are surrounded by data like
E-mail, SMS, wih pages, ransactions cic. This datn need to
be pnalyzed to mine the meaningfol information. In this
project we specifcally concentrate on the shor texi. Shon
text is nothing but fext with litle context like tweet,
microblog and web search. This short text is more difficul
to handle ag it 8 generated in vast amount and it does mot
contain more statistics. So, understanding shart text can give
us mre valoe inour knowledge

In the NLP one of the unponamnt domain is the sentimen
analysis where the analysis and summanzation of the
opiniong 15 done oo the dots Sentiment analysis i8 alsoe

callymd as the opinkon mining and it 15 emerging feld for
rescarch.

SOOI OO OO0 o SN IEEE
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Axst, Prof, Department of Compiter Engimeering
Marathwada Mitra Moedol 's College of Engineering
Pume, lmbia
sankintishiravales mmoeoe edu.m

In the ucliramasdern age no one bas o wme o orely oo the
lelephonic  system. where the long  waiting. period s
cxpectd. The proposed system 15 based on the MLP,
machine learming and sentiment analysis In the sysiem
citizen will ender the guery or complaint in nofural Eanguage
and they will get guick response in the natural languope.
The infensity of the user's complaint is also calculated with
the kelp of the sentiment analysis so it will help us to give a
proper level of priorty amongst the users.

I LITERATURE SURVEY
For the correct imterpretation of the shon text has many
chigllenges like shost text i ambiguous and nosy, short text
does oot have sufficient statistical supporn for approach text
mining, short text nod always follow the syalax of written
language and generated in wast amount Wen Huea [17] has
proposed a framework for understanding the shom fext
considering the sermantk knowledpe from  well-Enown
knowledgebase like Probase. There are two phases offline
and online phase, In the offline phase, they have constoscted
the index on wocabulary and also grasped knowledee from
web corpuas and knowledgehase.
Precomputed the semantic score between the related terms
In the online part they have used the three Important sieps
text segmeniation, bype detection and concept labelling for
correct interpretation of the shor text.
Taesung Lee [18] has proposed approach for the extraction
of the attribute and its sconng. Attribute exiraction is very
imponant o undersiand the mesning of the concepl
Knowledoehase consists of the concept, entitics. instance,
atiribute and relations. They have wsed the concept and
instance-based approach for the attribute extraction from
different data sources by using Probase knowledpebase.

One of the significant comcepds i natural langeage
processing is sentiment annlysia. Analysis of the apinion
and view expressed in the text o be classifiod with text
classifying algonthms as positive, negative of neuiral is
called as sentimeent analysis Sentiment analysis can be done
at the sentence level where each sentence 18 given polanty
as positive or negative. 54 on the document level iz done
where whole document is given pelarty positive, negafivi
or ohjective. 5A on the Aspect level is the deeper analysis of
the text where the different features are extracted and on the
basis of these differen features classify view as positive or
negative [14] [21]

13


Highlight

Highlight


J01E Erd farermasonsl Cowference for Convergenee (v Techaolegy (120T)

The Getewmy Mored, XNON Compler, Waknd Road, Prae, fnofe Ape =08, T00F

Priority Based Sentiment Analysis for Quick
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Absteact—Today metropalitun citizens neeid n commaon platform
o regisfer their campplaint. In the traditiocnal telephonic system
insk of complaint regiviration is very lime-consuming process so,
citizen have to wail until call is received by the service execative.
The proposed ramewark i developed for Pose Muonicipsl
corporatien {FAC) will be very helpful Tor registering queries in
nainral lamguage pnd pet immedisle response.

Understwmfing the shert text is the main challenge of the system
nx short iexi de oot Follew symtnx af the written Boguage, shord
text dves nod have sufliciend siatistics to sapport apprissch of testd
mining, short text is noisy and ambigoouws. 5o, trsbiticeal Pari-
ul-5peech (FO%) tagging toaels cmool be easily apphied. In
proposed  framewsrk for aslfersianding  anberal  leoguspge
semmantic knewledge provided by wellknown knowledgebase
WordNet s wwd. In prequery cilizens inserls compininE Be
syslem and get immedinle response to guery with the help of
ke leslpehame amd machine learning algerithm. In postquery
syatem anmlyses the citiven senfiment (o handle grievance level
and pocordingly prioritie the citicens by sentimen! anabysin. The
proposed fromenork will belp mamy erganizations to ensore
guality service provision aod customer satisfaction with less
human effares

Tadlex Fermis— Shoert fext anderstanding, Word™el, Sentence
Kimilarity, test sepmentafion, NLP. type  dedection, concepl
lateclling, Sentiment Amnlysis.

I INTRODUCTION

In Computer Science Matural language processing (MLP) i
cmerzing  field where interactions  between  human  and
computers iakes place. There are many challenges i natural
languape processing like speech recopnition, natural language
undberstanding, o understand human expressions or emstions

and guestion onswering systems or geme  combinotons of

ahove.

Informution burst pinpoints the requiremend for machines 1o
will understand natoral bBanouage texts In this project we
emphasis on shorl texis which denote texts with limited
context [1]. Short text is like tweet. microblooging services,
user cntered queries or web search ele, are generated in huge
amount 5o, there ks necessaty to tackle short texts. As g resalt,
improved understunding of short texts will bring great woloe,
The seafiment anabysis s typical problem m the NLP The
prowcess of analvring and summanzing the opinions expressed

BT E-1 5308 -4 2 TE-3M BE31.00 E2018 |[EEE
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Department of Computer Engineerning
Marathwaoda Mitra Mandal's College of Engincering
Pune, India

sankirtishiravaleirmmese eduin

in these hoge wer geperated dots is weeally colled Sentiment
Analysis or Opiien Mining which is a very interesting and
popular domain for rescarchers nowadays [20]

In the today’s fast world no one has time to rely on the
tebephonic system where one has o wait long time W register
ther complaint. The proposed svstem is based on the concepls
of NLP, seiment analysis and machine bearning. This system
is developed for the resolving queries of the citizens in npturnl
language. Also giving the priosity o the citizens request based
an the intensity caleulated by sentiment analysis, Citizens
cnter the complaints or gueries are considered 1o be short text
Cormect imterpretation of shaert text semantically and sentiment
analysis of the user entered text are two impontant fasks of this
Eramework.

[l RELATED WORK

To correct interpret the shon text kas many challenges like
short texts does nol Follow syotax of written langwage, shor
text does. not have sufficient stabistics to support for
approaches for iext mining, short iext is ambiguous and noisy.
Therefore, tradifionn] natural lanmesge toods soch as POS
tagging canncd be easily applied. In this system for
undderstsmding  naberal  language  processing semantic
knowbedge present in the  recognized  knowledochase -and
semience similanty measure can be wsed [1] Wen Huoa etal
proposed framework for considermg semantic koowlodge in
ander o understand the short fext Short fext is moisy,
ambigwous and are produced in massive amount thus it adds
another trouble 1o iackle them. In this paper they kave osed
knowledge infensive approach for tasks like text segmentation,
MER, concepl labelling and tvpe detection for understanding
short e [ 1],

Study of views and sentiments expressed i texts by means
of text classifying alporithms s called as sentiment annlys=is
[20]. we will consider the basic definition of sentinent as
giving positive or negative view. 1 liked the music coneer
“will be treated as positive mood however “'Concert was
having very poor performances”’ conveys a negalive commend
af mond. 1 am going o my college™ can be considered as
neutral comment o5 it does sl corvey any moods. Inothe
sentiment analysis many tmes we need o classify the texi
according o the sentiment polanty positive, negative of

Auterized loensed e mied oo Middesex Lnivenity. Downkoaded on Septomisss 07 2000 ol BE013 UTC froon EEEE Xplore. Resirichors apply.
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Absirant— Securily has become an insepnrahlbe isswe 04 interoet
is rulimg the world. Every doy we sre doimg sariows pctivities
such @y e-banking. e-sbopping or information transfer through
imtermed w0 there exisis & need For safe ol secare transaciiens.
Extended visual cryptegraphy i very advanced technigoe Tor
providimg secarity o information which will be guing to transfer
through metwork. In this paper. we caploit extended  vinual
cryplography  technigoe for  militory  opplication  secarity.
Without sending password direcily as if & froon sender o
recEiver we are going b crente shares of passwoerd and these
shares will be tronsfer throogh secore server to receiver. YWhen
receiver will combime this shares then only compleie password
will be revealed. In this paper we provide averview of extended

visual cryplography and Ablporithm: implementation is presemied
im this paper for share generation of pussword.

fadex Termy— Extended visonl eryptography, Extended share
generation scheme. Seture server. XN operation. Cover imnge.
Fixel,

L I TROOLTH S

Mow we are in 215 cenfury =0 we are dealing with huge
amount data and for trarsacton of such dats we are wsing
infernet, Infirmation wwansfer through network is not secuwre
because of stsckers aitacking strategies. In ioday’s world,
cybercrime 15 rapidly gainimg momentum. Dats which we
transfer throwgh intermet s hetorogeneows  If that s very
confidential then it requires more security. There are various
types of atincks which takes place over network like passive
atfacks and ective attacks. In passive stiacks there is no
modification of dats while in case of active attacks there is
modification of data

For providing secunity to confefential dats vanons data
hiding technigees e being  inroduced Stegsnograpby,
Watermarking, Cryptography are some of the dsta hiding
techniques [3] These technigoes have various drawhacks, In
case of watermarking receiver 15 not able 1o casily extract the
orgimal information. Stcgancgraphy & hiding data onder
anothier data. Problem with steganography is that there ore
overcomes drawback of steganography by using key for
security of data. But in this case secunity of key is main
CONCETTL,

Visual cryplography is technigue inroduced by Adi pnad
Sharmir o overcome the drawbacks of data hiding technigues

BT E-1-5186-42 T3-3M1 BE331.00 T2018 IEEE

Prof. Rupalt Dalv
Depariment of Compuler Engincering
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Pune, India
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[3]- The main aim of hidmg technique is not enly to hide the
datn but also tomislead stisckers in wrong direction. 1n visual
crypiography  for strong security “sharing scherne™ and
“steganography” 5 wsed. As owe said above misleading an
attacker 15 abso imponant. In fivst phase of visual crypiography
that is share pencration misleading is takes place. Figuse |
Represent gencral idea of visual cryptography

There are mainly three phases ie. confidential dats, share
generation phase and recovery of oniginal data. Second phace
plavs an impaortant rode in system. It considers black and white
image in the form of matrix say M. This mamzx s filled with
"5 and 1's. Black pixel is represeated by 0 and whitc pixel is
reprrssented by 1. Now for each pivel from M shares will be
generaied. By only overlapping those shares original data will
b reweal

Confidential Data
(ie. Text , Images)

Share Generation Phase

Recovery of Original
Data ( by combining shares )

Figure. |. (enem| whea of exsended visuml oryprography
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System Using Data Mining In Precision Agriculture
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Abspracr— Indin & agriculiorad lapd. Indin raoks second
worlbwide in agriculiure ontpol. bail GDP share is declining.
There are many (woiers contribote Tor declinimg agricultere
GOP which are madegquate  rrigation, iadegquate  power
supply. chamging covironmental conditbons.  conveationl
agricultornl methed eic. In this paper,; the proposed sysbem can
heelp furmers by making them aware aboot theer soil
conditisms. Farmsers can moximioe crops vield by keowing
progoriion el notriends present in the sail. Sail fovicity affects
the suil nudrients which indirectly affects crops health.

The proposcd system predices the level of toxicity
Eresent in the soil amd makes former sware about it ¥emy
Frmers are depending on rainfall which & the one of the factor
Tor pasr growih aod decreases crops yield. Thos the proposed
svsiem recommends the frmer aboud the erog, Fertility of soil.
level of toxicity noad water supply. For this recommendation
syslens  sensors mcoudracy iso very impeciand oas owell as
clawificution algorithm. Fer clasification, decision tree J48
alporidhm is used which is simple to implement o Bavineg
more  accoracy s oompared  with  eother  closafication

algorithms. Isue of power supph can be overcome by osing
salar panel sysem.

fmitex Teram— prediciioon. precision apricaliane, sodl sutricmi,
searory, decisnn tree, J4X, (Tl i mﬂ'p-H'.

[ Ds TR T

Soil & the soul of agriculiural land. All the nutricnis ane
present in sodl in different propomions based on sod type. At
CVery step, in our country the properties of soif ane different
Se it is mportEnt o maimdam sodl meirients with existing
diversity, Conventional metheds are time consuming and
cannol find the cause of poor plant growth. With enhancing
techmology now we are ohle to continwously manior fGeld
Sensors are playing major role in precision pgriculiure

Mumber of work has been done with sensor netwoerk
this area of application under IoT. Sensor network & the
connecting real world to cvberspace which i key concept of
loT [1]. There are various spplications of [oT due o i
variows characteristics like interopezability, heterogeneiy
with increasing swtomation with less effort by employing
imtemet standands efc. [ 2]
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With machine keammg alponthms prediction sysicms arc
developed like crop selectson and crop wield prediction,
disease prediction [TJ[13], weather forecasomg, deciding
minimum support price, imigation system ete [3][4]][5] As
well g5 datn minmg iechnigues are wsed for classification of
soil and for prediction along with machine learning o
InCcTease accuracy [&]

Data mining &  imporiand  technigee o extract
infommntion from huge dota which suppons decision making
system. Classification, clustering, associstion mule rmining
and regression these technigues are used (o discover hidden
information, Classification 5 the  fechmigee [I18] of
classifning data new dafn from known one. It imclodes
decision tree, naive hayes, nearcst neighbor, neural network
[15], suppont vector maching (SVM) [13]. Proposed svsiem
uses decision tree MB algorithm as sccuracy 15 more thon
other classification algorithms [ 16] [19]

The proposed sysiem uses 148 plgorithm for classifang
fertility and based on it predicing soil toxicity lewvel, The
ebjectives of proposed system is 1) monitoring crop health
based onaoil femility and 1o recommend required ferilizers
2) o predict ioxicity of soil so farmers can take setion it 3)
alerting phout wmigation reguirement 4 pecommendation of
Crop.

1. LITERATURE SURVEY

Heamin Lee et ol [7] designed LoT systermn (or disease
ond pest prediction in orchard, All the westher conditions
affect the growth of plants. Amount and  Fequency of
pesticide can be reduced by monitering weather data, They
developed fowr modules: weather forecast, pest prediction,
iser application {web application, mobile phone), server,
They are attached sensors o weather station near orchard as
well as video camera is placed for monmonng purpose. The
weather data is sfored in datshase, Pest prediction module
reads weather dots snd real-timse datn and calcelstes (he
probability of infection and their occurmence date. This
estimated date & stored in database and server scnds
notification to user priory o that user can manage the things

This helps [armer economically as it prevents from hoge
E
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BMWA: A Novel Model for Behavior Mapping for
Wormbhole Adversary Node in MANET
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Abstract

Wormhole attack has received very less attention in the research community with respect to
mobile ad hoc network (MAMNET). Majority of the security technigues are toward different
forms of wireless network and less in MANET., Therefore, we intreduce a model for behavior

mapping for Wormhoele Attacker considering the unknown and uncertain behavior of a

wormhole node. The core idea is to find out the malicious node and statistically confirm if their
communication behavior is very discrete from the normal node by formulating a novel
strategic approach to construct effective decision. Our study outcome shows enhanced

throughput and minimal overhead-latency with increasing number of wormhole node.

Keywords

Mobile ad hoc network Wormhole attack Adversary Malicious node behavior

Attack pattern
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Context Aware Computing Systems: A survey
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Abstract— The term context has been studies in different
areas of Computer Science. Context-aware systems have
high demand in areas like Intelligent Environments,
Pervasive & Ubiguitous Computing and  Ambient
Intelligence. Swch systems gather data and adapting
system behavior accordingly wsing confext information
like physical context, computational context, and oser
context/tasks. Developing such context-aware applications
is inherently complex and hence should be supported by
adeguate context information modeling and reasoning
technigues. In this paper the concept of context awareness
is discossed along  with  requirements for  context
identification and formulation. procedure for converting
context modeling to  intellipent actions and context
recognition technigues & alporithms are discussed. The
applications of context aware are reviewed,

Tndex Terms—Context, Context Awaremess, Context modeling,
Context Aware Computing, Pervasive Computing

L. InTRODUCTION

(e of the areas of pervasive (ubiguitous) computing s
context-gware computing, Mobility of deviees and use of
services make context-awars systems 2 popular rescarch field.
In real physical context means to use the data gathered from
sensors o the comtext-aware computing  platform, which
mcludes: what to sense, how to acquire the information and
reasoning to that information to infer the context of a user. li1s
highly needed that programs and services should respond
according to the user’s situation and behave the way she wants
these to be, i.e. services and systems should be more dynamic.
To identify the context the information which we require can
be captured in 2 mumber of ways, for example from wser
profile informetion, network (to sense location, time, nearby
ahjects etc, ), sensors { for activity) and other sources.

Many researchers have defined context as per their
understandimg m an effort to consider 8 more general concept
of context. Schilit and Theimer [6] used the term context-
aware in 1994 and described as identities, location, objects and
nearby people [6]. In 1996 Brown defined context as the
elements that swrround o user which a computer can identify
[5]. An often cited and quite generic definition of context 15
that by Dey and Abowd: “Context s any information that can
be used o cheracterae the situation of an entity. An entity 15 a

9TE-1-53186- 1442-6/ 1§53 .00 CH & [EEE

person, place or object thot 15 consdered relevant to the
inferaction between a user and an spplication, mcluding the
user ond appiications themselves,” The context 15 uscful and
people have worked om it, focusing om location mwostiy,
although the sthmtion of an entity might consist time, location,
pctivity and the surrounding factors that might affect the
petivity of an entity{ 6.

The term context has been classified indo two categorics
(physical and fogical). Physical context can be determined by
hardware sensors and logical context is either given by the
user’s input or by capturing her imteractions with the services
gvaifnble [1][2]. For example through observing or analyzing
the user’s profile, activities, working routings, tvping sctivity
ete. Most research in this arca makes use of phyvsical sensors
for light, movemnent, sound, tempersture, touch, and of course
location, The logical sensors however prowide relatsd
mformation by reading user’s mformation from opened web
pages and other documents and also analyses user’s daia
{interactions) and based on those interactions  torgets
pdvertising.

IL LITERATURE REVIEW
Following section includes discussion on concepts of context,
confext awareness, and confext aware systems.

Context The term Context is been studied by many
rescarchers. The most popular defimtion 15 information that
can be wsed fo relate or characterize pn entity [2]. Using
varous  definitions and  interpretations  “Cootext 15 any
mformation that can be used fo charactenze the situetion of an
entity. A person, place, or object can become entity which 1s
considered applicable to the interaction between a user and an

spplication, including the wser and  applications
themselves."[3][6]

Context Awareness was miroduced Schilit and Theimer as
sentient [7]. *A system is context-aware if it uses context to
provide relevant mformation and'or services to the user, where
relevancy depends on the user’s task_[4] [9]"

Context-aware systems are able to sdapt their activities based
on current context. This also mereases effectivencss by taking
environmenial context mto account Context aware systems
walch the environment all the time snd propose suitable
suggestions to users so they can take necessary actions. For
example publishing  user’s location 10 appropriate members
of o social network, ond allowing retailers to publish special
offers to potential customers who are near to the retailers.
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Abstract. IT Organization are moving for Cloud Computing from last few
years and now days Cloud Computing becomes their first choice because 1t
provides flexible and meassurable provision as per their use. I'T Organization is
having major concemn about Secunty and Privacy. It is difficult 1o provide safety
and privacy i Clowd Computing because of 1ts open and distnibuted architec-
ture. Most intruders are tryimg to attack Cloud to get private information from [T
Organization. This paper gives overview of different security issues in Clowd
Compuling.

Keywords: Clowd computing « Cloud secunity « Security controls
Intrusion detection

1 Introduction

As per the NICTs definition of Cloud Computing mentioned five important features:

On-demand self-service. A customer of Cloud can get the access to computing
capabilities like Server time and network storage, as needed automatically without
requinng human intervention with each service provider.

Broad network access. A Cloud computing provides capabilities to accessed the
network through standard technique that help use by different types of thin or thick
client platforms (e.g. tablets, laptops, and workstations, mobile phones).

Resource pooling. The Cloud Computing service providers provides pool of
resources to handle many customer using a multi-tenant model, with many physical and
virtual resources dynamically allocated and reallocated according to customer demand.

Rapid elasticity. It provides capabilities to elastically provisioned and released as
per the need access in some cases automatically. to scale rapidly upward and inward
proportionate with demand. It provides features to give of unlimited access to the
Cloud Resources as per the need.

Measured service. Cloud System provide service of Pay per Use. Cloud systems
automatically maintain and optimize resource utilization by investing a measuring
system capability at some level of abstraction needed to the type of service (e.g., active
user accounts, storage, processing, bandwidth). Resource usage can be observed,
maintained, and reported, providing clarity for both the Cloud provider and customer of
the utilized service.

£ Springer Mature Switrerland AG 20049
1. Hemanth et al. (Eds.k 1CIC1 2018, LNDECT 26, pp. 1299-1306. 2019.
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Adulteration Detection in Petrcleum Liquids using
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Abstract—Adulteration and i are
essential for quality control of fuel. The microstrip ring
resonator sensor can he used for permittivity measurement of
liquid petroleum. The novel Stacked Multi Ring Resonator
(SMRR) is specially designed for permittivity measurement
with ease of handling liguids. Lumped mode! development of
ring resonator structure is dome with the help of ADS
(Advanced Digital System). CST MWS (Computer Simulation
Technology Microwave Studio) software is used for simulation
of 3 D model of SMRR. Resonating frequency, inscrtion loss,
quality factor arc main par in the determination of
permittivity of adulterated liquids. SMRR is low cost and
simple microwave sensor for adulteration detection in liquids.

Keyward:—Adnllﬂa!wn. Peruiittivity; Stacked Muiti Ring
R i  frequency; Quality Factor.

1. INTRODUCTION

Qual-ty monitoring in Indian gasoline like petrol and
diesel is essential due to hike in prices. Petroleum properties
such as viscosity, density, boiling point, and color of
petroleum may vary widely, for a large number of petroleum
samples over a narrow range. The carbon content is
relatively constant, while the hydrogen and heteroatom
contents are responsible for the significant differences
between petroleum samples. Indian gascline is adulterated by
mixing ethanol, kerosene, naphtha. This is because if
adulteration is limited to small volume, it is difficult to detect
by the automobile user. To check adulteration and to monitor
fuel quality, some sensor is needed at the distribution point.

Dielectric constant measurement of liquid petroleum like
N-Hexane, Petrol, Diesel. Bio-diesel and kerosene is the
important parameter for adulteration prediction. Aduleration
detection and estimation can be done using many techniques
like Evaporation test (ASTM D3810), Distillation Test
(ASTM D86), Gas Chromatography, Optical Fiber,
thrasound. etc. [1]. But these tests require costly

fr ¢, substantial pmauonal time and laborious
cﬂ'ons Microwave senscr like microstrip resonator sensor is
a nondestructive technique and chemical composition of the
material is retained.

1. SMRR DzsIGN

Two types of resonatars such as ring and straight
resonators (also called as an end coupled resonator or /2
resonator) are manufactured. The earlier straight resonator
was used for the detection of ethanol content in gasoline [2].
Microstrip ring resonator does not suffer from open-ended
effects and can be used to give more accurate measurement
[3], higher quality factor and lower insertion loss than the
straight ar M2 r . The ring tor has the smaller
3dB bandwidth and sharper resonance than the linear

978-1-5386-5130-8/18/331.00 C2018 IEEE

Arun Gaikwad
Electranics & Telecommunication Department
Zeal College of Engineering and Rescarch
(Savitribai Phule Pune University)
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arunghwd 47w gmenl.com

resonator. Therefore the ring resonator is used for further
investigation [4]. For ease of handling of a liquid. steel
enclosure is fabricated along with planar ring resonator. The
novel SMRR structure is developed for achieving better
quality factor Q and less insertion loss S,.

A. Working Principle

The SMRR consists of the lower patch of the ring called
as the fed patch which is excited by resonating frequency of
2.45GHz, and the upper inverted patch is known as the
parasitic patch. Two resonances are associated with SMRR.
First resonance is associated with fed patch and ground
plane. Second resonance is associated with fed patch and
parasitic patch [5]. When the size of the parasitic patch is
nearly equal to the fed patch and the spacing between the fed
patch and the parasitic patch is kept about 053, maximum
energy coupling is obtained [6]. Due to dual resonance in
SMRR, the maximum clectromagnetic coupling is achieved
which improves quality factor Q with minimum return loss
71
B. Design and Fabrication of SMRR

Two different substrates are used i.e., FR4 glass epoxy
with thickness 1.6mm and RT Duroid 5880 with the
thickness of 1.575mm. RT Duroid substrate is used for the
fed patch and the FR4 substrate is used for the parasitic patch
of SMRR. 2, 3 & 4 rings patches are made on the parasitic
patch. Figure 1 shows a planar ring resonator as the fed patch
of SMRR. Figure 2 shows the 3D model of SMRR. The
parasitic patch is shown with 4 rings and it is used as lhe
inverted parasitic pa\ch for the The
dimension of SMRR is as shown in the Table I.

=D
‘.:a-;.'\.g-‘w.

Fig 1. Panar Ring Resonator as fed patch of SMRR

Parasitic
Patch

Stcel
Enclosure

Fig 2. 3D Mode! of SMRR
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Review on Computer Aided Detection systems of breast cancer
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Abstract

Breast cancer is life threatening disease for women. According to World Health Organisation breast cancer is
second leading cause of death in the world.Many lives can be saved by early detection of breast cancer.Most
widely used breast cancer screening technique is mammography. Mammography is used for detection and
clinical evaluation of breast cancer. Computer aided detection techniques(CAD) are used to assist doctors and
radiologists for analysing mammograms.CAD techniques plays very important role in early detection of breast
cancer.In this paper total forty five papers are referred to present overview of signs of breast cancer,screening
technique and survey of algorithms for detection of Micro-calcifications,masses and architectural distortion.

Keywords

Architectural distortion detection, CAD(Computer aided detection ), Mammography. Mass, Microcalcifications
L Introduction

Biomedical engineering plays important role in healthcare technology. Healthcare technology brought
revolution in variety of domains of medical field such as pathology, various screenings like X-ray, MRI,CT scan
and surgical procedures[1].0utcomes of these health care systems are quick treatment, early diagnosis and
quality life. Biomedical engineering dramatically turned the style of diagnostic methods opted by physicians in
last half century. Wide varieties of tools are made available for improving diagnosis and disease treatments.
These tools include medical imaging,computer-aided detection and medical instruments [2].CAD systems are
being used extensively by radiologists as it reduces the human errors due to low contrast of medical images.
Particularly, computer-aided detection is playing major role in detection and prevention of life threatening
diseases like breast cancer, lung cancer, skin cancer and many more, Here we will focus on breast cancer which
is second leading cause of death [3).Deaths due to breast cancer can be decreased by early detection. High risk
patients are identified based on various factors like age,gender, past occurrences in family and
density[4]. Mammography is widely used for breast screening and diagnostic procedures worldwide for the carly
detection of breast cancer. [5].Masses,Microcalcifications,architectural distortion and bilateral asymmetry are
signs of breast cancer in mammograms[6].Usually benign masses are with definite shape like round or oval
with regular boundaries, and low density. Masses are difficult to detect due to their density variation and
shape.Micro calcifications are deposits of calcium which are very small in size and bright as compared to
normal tissues. Their average diameter is of 0.3mm.Generally Clustered Microcalcifications are
malignant[7]. Architectural distortion is nothing but distorted normal architecture of breast. Bilateral asymmetry
is nothing but asymmetry between left and right breast parenchyma. Asymmetric small sized bright spots and
contrast in both breasts is bilateral asymmetry. Radiologists may miss any abnormality due to human error.
Therefore to reduce errors, researchers proposed computer aided detection techniques for detection of these
abnormalities. As a result of this false positive cases are reduced and hence unnecessary biopsies can be
avoided.

II. Mammography:

X-ray film screen mammography is one of the most recommended and widely used imaging methods for
diagnosis of breast diseases. Mammography machine is as shown in Figurel(a). Tt consists of X-ray tubes,
detector, anti scatter grids and compression device. There are two types of mammography. Screening

Copyright @ www.iosrd.org | All Rights Reserved Page | 148
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Abstract—

Data mining is a methodical process of
discovering data patterns and models in
large data sets that involve methods at the
intersection of the database system. This
paper issues the popular problem of the
extraction of high utility element sets
(HUI) in the context of data mining. The
problem of these HUIs (set of elements of
high usage and value) is mainly the
annoying mixture of frequent elements.
Another addressable issue is the one of
pattern mining which is a widespread
problem in data mining, which involves
searching for frequent patterns in
transaction databases. Solve the problem
of the set of high utility elements (HUI)
requires some particular data and the
state of the art of the algorithms. To store

Pune Maharashtra, India
sudhanshugonge @mmcoe .edu.in

TKU (extraction of elements sets Top-K
Utility) here TKO is Top K in one phase
and TKU is Top K in utility. In this paper,
all the aforementioned issues have been
addressed by proposing a new framework
to mine k upper HUI where k is the desired
number of HUI to extract. Extraction of
high utility element sets is not a very
common practice. Although, it is
indefinitely being used in our daily lives,
e.g. Online Shopping, etc. It is part of the
business analysis. The main area of
interest of this paper is implementing a
hybrid efficient Algorithm for Top K high
utility itemsets. This paper implements the
hybrid of TKU and TKO with improved
performance parameters overcoming the
drawbacks of each algorithm

Keywords—: utility mining, high utility item-
set, top k- pattern mining, top- k high utility item-
set mining.

the HUI (set of high utility elements)
many popular algorithms have been
proposed for this problem, such as
"Apriori", FP growth, etc., but now the
most popular TKO algorithms (extraction
of utility element sets) K in one phase) and
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1. Introduction

Today we found that search Engine plays a vital
role in providing faster result which helps users in
getting the appropriate content on the web. A hit is
recorded when user searches for data. Search
engines are medium through which group of items
are matched according to the interest of user.
Search Engines are a medium through which group
of items are matched according to the interest of
user. In search engines when user fires a query it is
termed as Query Search and in data mining
frequent items concept is being used for the web.
Frequent Itemset means a seat of items that occur
frequently.When the user searches for Query
result. The primary goal of frequent item set
mining is too discover hidden patterns unexpected
trends in the data . With the utility mining each item
is associated with a utility and occurrence count in
each transactions .In order to address the limitation
of Frequent item mining High utility itemset
mining is used .In high Utility mining [HIM] we
find the itemset that generate a high profit in a
database when they are sold together ,in which the
user has to provide a value for a threshold called
'minutil. The HIM algorithm outputs all the High
utility itemset that is the itemset that generate
atleast minutil profit.

Nowadays data is being generated in huge
amount. Data has many forms mainly data is
classified as structured data and unstructured data.
Many research studies have been proposed on
Various TOP K pattern mining such as Top k
frequent itemset, top k frequent closed itemset, top
k association rule. Every algorithm in top k mining
is different it performs the task of mining but with
some performance parameter that are different
based on the aim of algorithm.

II. Related work

In the paper[1] Vincent S Tseng, proposed the two
Efficient algorithms for mining Top K High utility
Itemset without the need of setting the min utility
value. The paper explains the usage of both

algorithms and its performance. The TKO
Algorithm when given an input dataset requires
less time to execute but the result is not accurate
and in case of TKU when given same input which
was given to TKO it result requires more time for
execution but gives accurate result

Paper[2]Chowdhury Farhan Ahmed represented
three variations of tree structure for utility pattern
mining for handling incremental databases .Further
the author used pattern growth approach to avoid
level wise candidate generation.

In the paper[3]Yuqing Lan, worked on article
Mining high Utility itemsets over uncertain
databases, in which the author proposed an
Efficient mining Algorithm named as UHUI
apriori which has solved the problem of mining
high utility itemsettMHUI) over uncertain
databases, in which each item has a utility.

Paper[4] proposed a system on Top K High
Utility itemset mining based on utility list
structures In this paper pattern growth method was
used . In addition to it Author used the TKUL
Miner Algorithm with using utility list to avoid
Additional scanning which is necessary step for the
existing Top K HUIM algorithms.

Adinarayanareddy B., O. Srinivasa Rao, MHM
Krishna Prasad,[5]suggested improvedUP-Growth
high utility itemset mining. The compact tree
structure, Utility Pattern Tree i.e. UP-Tree,
maintains the information of transactions and
itemsets and avoid scanning original database
repeatedly. UP-Tree scans database only twice to
obtain candidate items and manage them in an
efficient data structured way. Applying this UP-
Tree to the UP-Growth algorithm takes more
execution time for Phase II. Hence they presents
modified algorithm aiming to reduce the execution
time by effectively identifying high utility itemsets

Ramaraju C.,Savarimuthu N[6] proposed a
conditional tree based novel algorithm for high
utility itemset mining. A novel conditional high
utility tree (CHUT) compress the transactional
databases in two stages to reduce search space and
a new algorithm called HU-Mine is proposed to
mine complete set of high utility item sets
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